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WhoWho
•• Accelerator and Beams Department [AB]Accelerator and Beams Department [AB]

Controls
Operations

Beam [LHC, PS, SPS, AD, LEIR, BOOSTER etc.]
Technical control room
Cryogenics 

Accelerator physics
RF 
Power Converters
Beam instrumentation 
Beam Transfer (kickers, septa, transfer lines) 
Targets and dumps (inc. collimators)
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ControlsControls

•• Timing & HardwareTiming & Hardware
•• Front ends and communicationFront ends and communication
•• Industrial controlsIndustrial controls

PVSS: cryogenics, vacuum, Power Interlock Controller, Quench 
Protection

•• Data management (databases etc.)Data management (databases etc.)
•• Application softwareApplication software
•• InfrastructureInfrastructure

•• Complicated byComplicated by
Merge of PS & SL. Consolidation in progress.

•• Aiming for common solutions forAiming for common solutions for
Front ends 
Middleware 
Application software 
Timing etc. 

Not traditionally a strong point
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General InfrastructureGeneral Infrastructure
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The challengeThe challenge
•• EQUIPMENT EQUIPMENT 

Collimators/TDI/TCDQ etc. 
Beam Dump
Power converters, 
Kickers
RF, TFB, LFB
Spectrometers & compensation

•• INSTRUMENTATIONINSTRUMENTATION
Distributed systems: 

BLMs, BPMs,
Standalone: 

BCT, BTV, AGM, BIPM, BWS, Schottky..
Tune, Chromaticity, Coupling
Luminosity monitors
Radiation Monitors

•• REFERENCE MAGNET SYSTEMREFERENCE MAGNET SYSTEM
•• MACHINE PROTECTIONMACHINE PROTECTION
•• VACUUM, CRYOGENICS, QPS

Settings, functions, Settings, functions, 
monitoring, display, monitoring, display, 

post mortem, control, post mortem, control, 
acquisition, acquisition, 

concentration, concentration, 
archiving, alarms, archiving, alarms, 

interlocksinterlocks

⊗

⊗

Driving the machine 
through the cycle
Magnet errors, crossing Magnet errors, crossing 

angles, snapback,angles, snapback, ramping, ramping, 
squeezing, colliding, orbit, squeezing, colliding, orbit, 

parameter control, parameter control, 
optimisation etc. etc.optimisation etc. etc.

⊗

VACUUM, CRYOGENICS, QPS
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Standard facilitiesStandard facilities
•• SETTINGS GENERATION AND MANAGEMENTSETTINGS GENERATION AND MANAGEMENT
•• TRIMTRIM
•• MEASUREMENTSMEASUREMENTS
•• EQUIPMENT ACCESSEQUIPMENT ACCESS
•• LOGGINGLOGGING
•• FIXED DISPLAYSFIXED DISPLAYS
•• ALARMSALARMS
•• ANALOGUE ACQUISITIONANALOGUE ACQUISITION
•• POST MORTEMPOST MORTEM
•• REAL TIMEREAL TIME
•• MACHINE MODELMACHINE MODEL
•• SEQUENCERSEQUENCER
•• TIMINGTIMING
•• INTERFACE WITH EXPERIMENTSINTERFACE WITH EXPERIMENTS
•• ANALYSIS TOOLSANALYSIS TOOLS
•• SCANS SCANS –– COMPLEX MEASURE/TRIM PROCEDURESCOMPLEX MEASURE/TRIM PROCEDURES

•• STANDARD OPERATIONAL FACILITIES STANDARD OPERATIONAL FACILITIES 
(LOGBOOK/CONSOLE MANAGER etc.) (LOGBOOK/CONSOLE MANAGER etc.) 
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How?How?

•• Three pronged attackThree pronged attack

Analyze requirements (& use institutional memory)

Establish core architecture & validate [TI8, SPS, LEIR, HWC]
Equipment & instrumentation access
Configuration, optics
Settings, trims
Measurements, logging, fixed displays…

Push novel control components
Post mortem
Real time
Injection control
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AnalysisAnalysis

•• LHC Software Analysis TeamLHC Software Analysis Team [[cern.ch/lhccern.ch/lhc--softwaresoftware--analysis]analysis]

Use Case the operational sequence
How do we tie every thing together?
Confirm systems provide relevant functionality

Detail high level controls requirements

Push prototyping of components
Post-mortem, Equipment access, Instrumentation
Looking forward: real-time integration, machine model, 
timing

Input to LSA

http://cern.ch/proj-lhc-software-analysis/
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Core architectureCore architecture

•• Analyse the requirements of accelerator Analyse the requirements of accelerator 
operationsoperations

•• Factor out the common functionality: Factor out the common functionality: 
generic model

•• Implement onceImplement once

•• Reuse for the control of several acceleratorsReuse for the control of several accelerators
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What is covered so far?What is covered so far?
•• OpticsOptics

Layout, Twiss, strengths
•• Settings ManagementSettings Management

Functions or values for all parameters (physics to 
hardware)

•• Settings GenerationSettings Generation
Generation of the functions based on the optics

•• TrimTrim
Coherent modification of functions, revert, history

•• Hardware & Instrumentation ExploitationHardware & Instrumentation Exploitation
Equipment Control, 
Measurements: log, archive & display

•• Operational ExploitationOperational Exploitation
Sequencing, Super Cycle changes
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How are we trying to do it?How are we trying to do it?
•• Use a modern OO development methodUse a modern OO development method

•• Implement using appropriate technologyImplement using appropriate technology
Java, Oracle, Hibernate, Spring…

•• Using CO standardsUsing CO standards
CVS, Eclipse…

•• Using standard components where possibleUsing standard components where possible

•• Aim for simplicityAim for simplicity

•• Aim to validate with TI8, HWC etc and for reAim to validate with TI8, HWC etc and for re--use in LHC use in LHC 
domaindomain
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What we have today ?What we have today ?
•• The The data modeldata model has been defined and implementedhas been defined and implemented

•• Software components and applicationsSoftware components and applications have been have been 
designed and implementeddesigned and implemented

Based on requirements from SPS, Transfer Lines 
(TT40/TI8) and with LHC in mind

•• Used successfully for the control of TT40 and TI8Used successfully for the control of TT40 and TI8

•• Applied successfully to model LEIR controlApplied successfully to model LEIR control

•• Work started to model LHCWork started to model LHC
Developments in place for HWC – reuse for beam based 
operation
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Architecture Architecture -- Key PointsKey Points

•• PrinciplesPrinciples
Modular
Distributed
Layered

•• Database Layer (Oracle)Database Layer (Oracle)
Settings, trims, configuration, commands, optics etc. etc.

•• Business Layer : all functionality required by Business Layer : all functionality required by 
applicationsapplications

trim:  change of parameter, conversion to hw parameter, 
record of changes, rollback, send to hardware etc.
measurement, acquisition, combination, filtering etc.
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Architecture Architecture –– Physical ViewPhysical View

Datastore

Devices

accsoft-settings

macsy-generation

macsy-trim

macsy-sequence

macsy-explotation

accsoft-optics

JAPC
cmw-
rda

JAPC
cmwrdaJAPC

HibernateDAO

JAPC

JAPC
remote
client

macsy
client

Remote

HTTP

Layer

(Spring)

macsy
client
impl

Business Tier (Web Container)

Appli-
cations

Client Tier

JAPC remote server

Parameters concentration
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Generic Equipment ControlGeneric Equipment Control
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Generic MeasurementGeneric Measurement
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TrimTrim
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Trim historyTrim history
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SteeringSteering
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SDDS Browser & ViewerSDDS Browser & Viewer
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Fixed DisplaysFixed Displays
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PlanningPlanning
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Remote developmentRemote development
Why bother?

• What’s in in for you? What’s in it for us?
Resources
Ideas, experience, the joys of collaboration
Ownership 

•• Why not?Why not?
Overheads, communication, understanding the problem
Maintenance, upgrades, bug fixing
Control of the process
Deadlines, resource control
Adherence to standards
Appropriate experience on-site [problem solving etc]
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Remote developmentRemote development
Clearly possible

• Well defined
• Reasonably self contained - autonomous
• Testable
• Not core

• Buy into development method and infrastructure
Components
Standard facilities
Version control

•• Accept milestonesAccept milestones
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PossibilitiesPossibilities
Not Core functionality:  Not Core functionality:  

Equipment control, ramp management, sequencing, RT etc., BLMs…

•• Hardware CommissioningHardware Commissioning

•• Beam commissioningBeam commissioning

•• Machine StudiesMachine Studies

•• Routine OperationsRoutine Operations

•• Operational scenariosOperational scenarios

•• Understanding & analysisUnderstanding & analysis

•• PostPost--mortem analysismortem analysis

•• Measurement AnalysisMeasurement Analysis
• beta beating
• matching
• multi-turn analysis

•• Stand alone instrumentationStand alone instrumentation
• Tune – PLL
• Schottky

•• Operational ProceduresOperational Procedures
• Luminosity scans
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e.g. Luminosity Monitorse.g. Luminosity Monitors

D1 triplet TAS TAS triplet D1

TANTAN

IP
140 m140 m

nδL δR

ionization 
chamber
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Limited Operations ScenariosLimited Operations Scenarios
•• Ownership of instrumentation possibly establishedOwnership of instrumentation possibly established
•• Development of operational tools to support specific Development of operational tools to support specific 

functionsfunctions

Cham 2003 Lumi 9

LHC luminosity scan 
from Berkeley?
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Stand alone instrumentationStand alone instrumentation
•• Develop hardware or Develop hardware or 

instrumentationinstrumentation
Install it
Develop software
Commission it on-site
Remote monitoring

e.g. Tune PLL, Longitudinal Density Monitor or Schottky
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““Off line” systemsOff line” systems
•• Key subKey sub--systems need developmentsystems need development

Post-mortem analysis for example
Development of operational tools
Commission it and possibly use it remotely
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Analysis toolsAnalysis tools
•• Given remote access to logging, postGiven remote access to logging, post--mortem data, measurements mortem data, measurements 

etc.  frometc.  from
Normal operations
Machine studies

•• Clearly room for remote postClearly room for remote post--run/post MD analysisrun/post MD analysis
•• Development of tools… Development of tools… 
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ConclusionsConclusions
•• Software development framework well establishedSoftware development framework well established
•• Well defined milestones in placeWell defined milestones in place
•• LHC requirements capture and prototyping ongoingLHC requirements capture and prototyping ongoing

•• Remote development has not be considered seriouslyRemote development has not be considered seriously

•• Clearly scope for remote collaborationClearly scope for remote collaboration

•• WellWell--defined prototype defined prototype project(sproject(s) with individual ) with individual 
responsibilities clearly defined.responsibilities clearly defined.
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